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Figure 1. Humanoid robot executing various expressive whole-body motions in the real world. The robot can (a) walk with a large stride
from static standing, (b): dance along a long horizon (43 seconds) choreography, (c) crouch and stand up, (d) punch with different height
configurations, (e,f) express various upper-body movements while maintaining balance.

Abstract
This paper enables real-world humanoid robots to main-

tain stability while performing expressive motions like hu-
mans do. We propose Advanced Expressive Whole-Body
Control (ExBody2), a generalized whole-body tracking
framework that can take any reference motion inputs and

control the humanoid to mimic the motion. The model is
trained in simulation with Reinforcement Learning and then
transferred to the real world. It decouples keypoint track-
ing with velocity control, and effectively leverages a priv-
ileged teacher policy to distill precise mimic skills into the

1

https://exbody2.github.io


target student policy, which enables high-fidelity replication
of dynamic movements such as running, crouching, danc-
ing, and other challenging motions. We present a compre-
hensive qualitative and quantitative analysis of crucial de-
sign factors in the paper. We conduct our experiments on
two humanoid platforms and demonstrate the superiority
of our approach against state-of-the-arts, providing prac-
tical guidelines to pursue the extreme of whole-body con-
trol for humanoid robots. More results can be found at
https://exbody2.github.io.

1. Introduction
Humanoid robots, with their similar morphology to hu-
mans, possess the potential to perform various tasks and
motions that humans can accomplish in daily life. How-
ever, due to the high-dimensional state space and the com-
plexity of control, it remains challenging to develop emer-
gent human-like behaviors, limiting their real-world appli-
cations. With the growing availability of large-scale hu-
man motion datasets [4, 45], a practical approach to address
this challenge is learning to replicate versatile movements
by tracking and mimicking human motions [8, 20, 23, 24].
However, when considering the hardware, humanoid robots
and humans are still quite different, which hinders the
robot’s ability to replicate human motion completely. This
poses a compelling research question: how can we pursue
the expressive, human-like capabilities of humanoid robots
while maintaining their stability and robustness, given their
physical limitations?

In this paper, we introduce Advanced Expressive Whole-
Body Control (ExBody2), an effective framework that max-
imizes the expressiveness of feasible whole-body motions
on humanoid robots. The framework falls into a Sim2Real
pipeline, where the policy will take a reference kinematic
motion as input, and outputs the action that controls a real
humanoid to conduct the motion in the real world. We train
a single policy that generalizes across different input mo-
tions. We identify four technical designs to achieve this:

(i) Constructing feasible and diverse training datasets.
Human motion datasets like AMASS [45] often contain
complex movements beyond a robot’s physical capabili-
ties, making tracking overly challenging and reducing per-
formance. Some works address this by refining datasets.
ExBody[8], for instance, filters out infeasible motions us-
ing language labels, though ambiguous descriptions (e.g.,
“dance”) can still include unsuitable movements. Other ap-
proaches, such as H2O[24] and OmniH2O [24], employ the
SMPL model to simulate virtual humanoids and filter out
complex motions. However, SMPL avatars can perform ex-
treme actions that real robots cannot, creating a gap between
simulation and real-world feasibility that can still impact
training effectiveness. We systematically analyze dataset

difficulty and diversity, focusing on upper-body movement
diversity for stability and tracking accuracy, and lower-body
feasibility for robust training. Experiments demonstrate that
diversity and feasibility in datasets are crucial for expressive
and stable behaviors in both training and testing phases.

(ii) Two-stage training. ExBody2 adopts a two-stage
teacher-student training framework as illustrated in Fig-
ure 2. We first train a teacher policy using a standard RL
algorithm, PPO [60] with privileged information, which in-
cludes real root velocity, accurate positions for each body
link, and other physical properties (e.g. frictions) in simula-
tion. This results in an effective policy to accurately mimic
versatile human motion. We then learn a deployable stu-
dent policy by performing DAgger[59]-style distillation on
the teacher policy. For the student policy, the privileged in-
formation is replaced by a series of historical observations.

(iii) Local keypoint tracking strategy. Previous whole-
body tracking approaches, such as H2O [24] and Om-
niH2O [23], rely on global tracking of keypoint positions.
This approach often leads to tracking failures in immediate
next steps when robots struggle to align with current global
keypoints, limiting their applications to highly stationary
scenarios. In contrast, ExBody2 converts keypoints in the
local frame, and decouples keypoint tracking from velocity
control. To further improve the robustness of tracking, we
periodically reset the global tracking keypoints to the local
frame. This approach ensures sustained and robust whole-
body tracking.

(iv) Long-range motion with CVAE. With enhanced
whole-body tracking capabilities, our robot can now per-
form long-duration motion imitation. However, the motions
in existing datasets are relatively short, presenting a chal-
lenge when aiming to enable continuous motion execution
without manual resets. To overcome this, we train a Con-
ditional Variational Autoencoder (CVAE) [64, 79] model to
synthesize future motion. As shown in Figure 2, the CVAE
takes on past motion information and generates future mo-
tion sequences, allowing the robot to execute complex and
expressive movements seamlessly during deployment.

In the experiments, we evaluate four baseline methods
on two robot platforms (Unitree G1 and H1) to assess the
effects of different tracking methods, motion control strate-
gies, and training techniques. Our approach demonstrates
superior performance across full-body tracking accuracy,
upper and lower body tracking, and velocity tracking, par-
ticularly excelling in velocity tracking and overall precision.
Ablation studies further highlight that a curated dataset with
moderate diversity and feasibility achieves optimal tracking
performance, avoiding the drawbacks of overly simplistic or
noisy datasets. By incorporating a teacher-student structure
and an optimal history length, our approach achieves stable
and efficient tracking in dynamic environments.
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2. Related Work

Humanoid Whole-Body Control Whole-body control for
humanoid robots remains a challenging problem due to the
system’s high non-linearity. Traditional approaches pre-
dominantly rely on dynamics modeling and control [10–
13, 26, 28, 33, 35, 49–51, 58, 73, 76]. Recent advances
in reinforcement learning and sim-to-real transfer have
demonstrated promising results in enabling complex whole-
body skills for both quadrupedal and humanoid robots [1, 6,
7, 14, 16–19, 21, 29–32, 37, 39–42, 47, 48, 52, 56, 57, 61–
63, 66, 72, 74, 75, 80]. Notably, works such as [8, 20, 24]
have focused on humanoid whole-body control for expres-
sive motions, with applications in manipulation and imita-
tion learning. However, these approaches still exhibit limi-
tations in expressiveness and maneuverability, highlighting
the untapped potential of humanoid robots.

Robot Motion Imitation Robot motion imitation can be
categorized into two primary areas: manipulation and
expressiveness. For manipulation tasks, robots—often
wheeled or tabletop—prioritize precise control over balanc-
ing and ground contact, making humanoid morphology un-
necessary. Such robots typically utilize data from teleop-
eration [2, 3, 79] or human demonstrations [5, 34, 65, 70].
In contrast, expressive motion imitation focuses on learning
life-like behaviors from human or animal motion capture
data. This task is more challenging due to the need for fine-
grained control of contacts and balance. While reinforce-
ment learning has enabled physics-based character motion
imitation in simulation [22, 43, 44, 54, 55, 67, 68, 71, 77],
transferring such methods to real robots remains a signifi-
cant challenge [8, 15, 16, 20, 23, 25, 53].

Human Motion Data Human motion capture datasets [4,
36, 45] offer a rich source of reference motions for training
low-level policies. Additionally, recent advances in gen-
erative modeling enable the creation of multi-modal mo-
tion data using diffusion models conditioned on text in-
puts [69, 78] and motion variational autoencoders (VAEs)
[43]. Our work leverages these kinematically feasible mo-
tion datasets to train physically plausible controllers, while
the acquisition of motion data remains outside our scope.

3. ExBody2: Learning Expressive Humanoid
Whole-Body Control

We propose Advanced Expressive Whole-Body Control
(ExBody2), a simple and effective sim-to-real framework
for expressive and robust whole-body control. As illustrated
in Figure 2, ExBody2 consists of four main components:
dataset curation, policy learning, motion synthesis, and real-
world deployment. In this section, we will introduce these
components of ExBody2 in detail.

3.1. Motion Dataset Curation

In the curation of our motion datasets, significant emphasis
is placed on the detailed analysis and selection of actions,
particularly distinguishing between the capabilities required
for upper versus lower body movements. This strategic ap-
proach aims to optimize the diversity of movements within
feasible limits for robotic implementations.

Upper Body Actions Our dataset includes a wide array
of upper body movements. This variety is crucial to chal-
lenge and enhance the robot’s adaptability and readiness for
real-world applications, where flexibility in response to un-
expected scenarios is vital.

Lower Body Actions The selection of lower body move-
ments is approached with greater conservatism due to the
mechanical limitations and stability requirements of robots.
Basic locomotive actions such as walking and subtle stance
adjustments are included. However, highly dynamic move-
ments such as jumping or complex rotational movements
are carefully assessed. Training on such infeasible actions
would introduce noise into the learning process, thus reduc-
ing its effectiveness.

Balancing Act and Dataset Integrity The process of
curating the datasets involves a delicate balance between
challenging the robotic capabilities and maintaining actions
within a feasible spectrum. Overly simplistic tasks could
limit the training policy’s ability to generalize to new situa-
tions, while overly complex tasks might exceed the robot’s
operational capabilities, leading to ineffective learning out-
comes. Part of our dataset preparation, therefore, includes
the exclusion or modification of entries that featured com-
plex lower body movements beyond the robot’s capabilities.
This step is crucial to ensure the datasets are rich in action-
able content without overwhelming the robot’s learning al-
gorithms with impractical tasks.

Through meticulous planning, we curate distinct datasets
that are optimally balanced for robotic training. Extensive
experimental validation will demonstrate the superiority of
our dataset selection approach in Section 4.

3.2. Policy Learning

ExBody2 aims at tracking a target motion more expres-
sively in the whole body. To this end, ExBody2 adopts
an effective two-stage teacher-student training procedure as
in [37, 38]. Specifically, the oracle teacher policy is first
trained with an off-the-shelf reinforcement learning (RL)
algorithm, PPO [60], with privileged information that can
be obtained only in simulators. For the second stage, we
replace the privileged information with observations which
are aligned with the real world, and distill the teacher policy
to a deployable student policy. We train our policies using
IsaacGym [46] with efficient parallel simulation.
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Figure 2. ExBody2’s framework. (a) ExBody2 presents a curated high-quality motion dataset, with highly diverse and feasible motions.
(b) ExBody2 adopts a teacher-student learning framework on Unitree G1 and H1 whole-body control tasks. (c) ExBody2 employs a
transformer-based CVAE for continuous motion synthesis. (d) By tracking the generated motion from CVAE, ExBody2 can be deployed
seamlessly in the real world to mimic sustained motions expressively.

3.2.1. Teacher Policy Training

We can formulate the humanoid motion control problem
as a Markov Decision Process (MDP). The state space S
contains privileged observation X , proprioceptive states O
and motion tracking target G. A policy π̂ takes {pt, ot, gt}
as input, and outputs action ât, as illustrated in Figure 2,
the teacher policy. The predicted action ât ∈ R23 is the
target joint positions of joint proportional derivative (PD)
controllers. We use off-the-shelf PPO [60] algorithm to
maximize expectation of the accumulated future rewards
Eπ̂[

∑T
t=0 γ

tR(st, ât)], which encourages tracking the
demonstrations with robust behavior. The predicted
ât ∈ R23, which is the target position of joint proportional
derivative (PD) controllers.
Privileged Information The privileged information pt con-
tains some ground-truth states of the humanoid robot and
the environment, which can only be observed in simulators.
It contains the ground-truth root velocity, real body links’
positions, and physical properties (e.g. friction coefficients,
motor strength). Privileged information can significantly
improve the sample efficiency of RL algorithms, which is
often leveraged to obtain a high-performing teacher policy.
Motion Tracking Target Similar to Exbody [9], ExBody2
learns a policy that can be controlled by the joystick
commands (e.g. the linear velocity and body pose) when

accurately tracking a whole-body motion. The motion
tracking target consists of two components, which are (1)
the desired joints and 3D keypoints in both the upper and
lower body and (2) target root velocity and root pose. For
the full information about the privileged information, mo-
tion tracking information, and proprioceptive observations
for the teacher policy, please refer to the supplementary
materials.
Reward Design Our reward function is meticulously
constructed to enhance the performance and realism of the
humanoid robot’s motion. The primary components of the
reward include tracking the velocity, direction, and orienta-
tion of the root, alongside precise tracking of keypoints and
joint positions. Additionally, we incorporate several regu-
larization terms designed to boost the robot’s stability and
enhance the transferability from simulation to real-world
applications. The main elements of our tracking reward are
detailed in Table 1, while supplementary rewards aimed
at improving stability and sim2real capabilities would
discussed extensively in the supplementary materials.

3.2.2. Student Policy Training
In this stage, we remove the privileged information, and
use longer history observation to train a student policy. As
shown in Figure 2, the student policy encodes a series of
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past observations ot−H:t together with the encoded gt to
get the predicted at ∼ π(·|ot−H:t, gt). We supervise π us-
ing the teacher’s action ât ∼ π̂(·|ot, gt) with an MSE loss.

l = ∥at − ât∥2

To train the student, we adopt the strategy used in DAg-
ger [59], we roll out the student policy π in the simula-
tion environment to generate training data. For each vis-
ited state, the teacher policy π̂ computes the oracle action
as the supervision signal. We proceed to refine the policy π
by iteratively minimizing the loss l on the accumulated data.
The training of π̂ continues through successive rollouts until
the loss l reaches convergence. A critical aspect of training
the student policy is preserving a sufficiently long sequence
of historical observations. Detailed results and further anal-
ysis are elaborated in Section 4.

Term Expression Weight

Expression Goal Ge

DoF Position exp(−0.7|qref − q|) 3.0
Keypoint Position exp(−|pref − p|) 2.0

Root Movement Goal Gm

Linear Velocity exp(−4.0|vref − v|) 6.0
Velocity Direction exp(−4.0 cos(vref,v)) 6.0
Roll & Pitch exp(−|Ωϕθ

ref −Ωϕθ|) 1.0
Yaw exp(−|∆y|) 1.0

Table 1. Rewards Specification for ExBody2.

3.2.3. Decomposed Tracking Strategy
Motion tracking comprises two objectives: tracking DoF
(joint) positions and keypoint (body keypoint) positions.
Keypoint tracking usually plays a crucial role in tracking
motions, as joint DoF errors can propagate to the whole
body, while keypoint tracking is directly applied to the
body. Existing work like H2O, OmniH2O [23, 24] learns
to follow the trajectory of global keypoints. However,
this global tracking strategy usually results in suboptimal
or failed tracking behavior, as global keypoints may drift
through time, resulting in cumulative errors that eventu-
ally hinder learning. To address this, we map global key-
points to the robot’s current coordinate frame, and instead
utilize velocity-based global tracking. The coordination
of velocity and motion allows tracking completion with
maximal expressiveness, even if slight positional deviations
arise. Moreover, to further enhance the robot’s capabili-
ties in following challenging keypoint motions, we allow
a small global drift of keypoints during training stage and
periodically correct them to the robot’s current coordinate
frame. During deployment, we strictly employ local key-
point tracking with velocity-decomposed control.

3.3. Continual Motion Synthesis
The existing motions are usually short in length, which lim-
its humanoid robots from performing interesting and ex-
tended behaviors continuously. To overcome this, we train
a Conditional Variational Autoencoder (CVAE) [64, 79] to
synthesize future movements that can be directly employed
by the whole-body tracking policy, allowing the robot to ex-
ecute complex and expressive movements seamlessly dur-
ing deployment.

As shown in Figure 2 (c), the CVAE takes on past
M−step motions mt−M :t, and synthesizes future H-step
motions mt+1:t+H+1 autoregressively. mt includes the
current DoF positions, root pose, velocity, and angu-
lar velocity. Specifically, we utilize a transformer-based
CVAE architecture, similar to the architecture proposed
in [79]. We first separately tokenize DoF positions and
root information through two separate MLPs, and get to-
kenized motion information. We compute the posterior
qϕ(mt−M :t,mt+1:t+H+1) through a transformer encoder
network, using the features from the [CLS] token. For
notational simplicity and consistency with standard CVAE,
we denote the condition c = mt−M :t to be the history
context, and x = mt+1:t+H+1 to be the prediction tar-
get. During training time, the latent variable z is sampled
from N (µ(c, x), σ(c, x)2). A transformer decoder will take
z with c = mt−M :t, and positional embeddings to predict
H−step future motions x̂. The CVAE loss consists of the
reconstruction loss lrecon = ∥x − x̂∥2 and the KL diver-
gence loss:

lKL =
1

2

d∑
i=1

(
σ2
i (x, c) + µ2

i (x, c)− 1− log(σ2
i (x, c))

)
where d is the dimensionality of the latent space. To im-
prove the smoothness of the predicted motion, we also ap-
ply a smoothness loss:

lsmooth = ∥m̂t+1 −mt∥2 +
t+H∑
i=t+1

∥m̂i+1 − m̂i∥2

The total loss for cVAE training is: lmotion = lrecon +
αlKL + βlsmooth where we set α = β = 0.5 in our exper-
iments. During inference, z is set to the mean of the prior
(i.e. zero). We adopt a similar temporal ensemble strategy
as in Zhao et al. [79] to get predicted future motions. Fur-
ther details regarding the encoder and decoder architecture
of the CVAE are in the supplementary materials.

4. Experiments
4.1. Experimental Setup
We conduct our experiments in IsaacGym [46] simulator
across two robot platforms (Unitree G1 and H1).
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Method Sim2Real Evel ↓ Empkpe ↓ Eupper
mpkpe ↓ E lower

mpkpe ↓ Empjpe ↓ Eupper
mpjpe ↓ E lower

mpjpe ↓

Robot G1

Exbody† ✓ 0.2950 0.0914 0.0830 0.0997 0.1145 0.0989 0.1359
Exbody ✓ 0.3083 0.1134 0.0924 0.1343 0.1660 0.0766 0.2891
OmniH2O* ✓ 0.2429 0.0959 0.0878 0.1041 0.1103 0.0913 0.1364
Exbody2 ✓ 0.1891 0.0854 0.0781 0.0928 0.0938 0.0784 0.1149

Robot H1

Exbody† ✗ 0.6377 0.1950 0.2055 0.1827 0.3029 0.3028 0.3029
Exbody ✓ 0.5964 0.1941 0.1948 0.1916 0.3251 0.2784 0.3775
OmniH2O* ✓ 0.4254 0.1540 0.1563 0.1509 0.2184 0.2135 0.2240
Exbody2 ✓ 0.3016 0.1290 0.1317 0.1247 0.1763 0.1722 0.1809

Table 2. Simulation motion imitation evaluation of Exbody2 and baselines on dataset D250 for robots G1 and H1. Statistically significant
results are highlighted in bold across 5 random seeds.
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Figure 3. A sequence of a robot performing the Cha-Cha dance.
From top to bottom: the reference motion represented by an avatar,
our algorithm’s performance in the simulation, and its perfor-
mance on a real robot. The bottom three rows show the per-frame
errors: velocity tracking error, upper-body joint DOF error, and
lower-body DOF error, with the blue curve representing ExBody2,
orange for Exbody†, green for Exbody, and red for OmniH2O*.
Baselines. To examine the effectiveness of varying tracking
methods, motion control strategies, and training techniques,
we evaluate four baselines using a high-quality, curated
dataset of 250 motion samples. This dataset is carefully
selected for optimal training suitability, as will be shown in
subsequent experiments.

• Exbody [9]: This method only tracks the upper body
movements from the human data, while tracking the root
motion of the lower body without explicitly following
step patterns and focusing on partial body tracking.

• Exbody†: The whole-body control version of Exbody,
where the full-body movements are tracked based on hu-
man data. This setup enables comprehensive human mo-
tion imitation, attempting to match the entire body pos-

ture to the reference data.
• OmniH2O*: Our reimplementation of the Om-

niH2O [23], using global keypoints tracking and the same
observation space as described in the original paper. Dur-
ing deployment, we adapt OmniH2O to our local tracking
evaluation for fair comparison.

• ExBody2: Our method utilizes local keypoint tracking.
It incorporates various training techniques to enhance the
overall motion fidelity and sim-to-real transfer.

Metrics. We evaluate the policy’s performance using sev-
eral metrics calculated across all motion sequences from the
dataset. The mean linear velocity error Evel (m/s) measures
the error between the robot’s root linear velocity and that
of the demonstration, indicating the policy’s ability to track
velocity. We calculate tracking error in terms of keybody
positions and joint angles. The Mean Per Keybody Posi-
tion Error (MPKPE) Empkpe (m) evaluates the overall key-
point position tracking ability. For more detailed analysis,
we report the MPKPE for the upper body Eupper

mpkpe (m) and
the lower body Elower

mpkpe (m), assessing the keypoint position
tracking of the upper and lower body, respectively. Sim-
ilarly, the Mean Per Joint Position Error (MPJPE) Empjpe
(rad) measures the joint tracking ability. We also report the
MPJPE for the upper body Eupper

mpjpe (rad) and the lower body
Elower

mpjpe (rad) to evaluate tracking performance in different
body regions.

More details about environment designs and baseline im-
plementations can be found in the supplementary material.

4.2. Main Results
Table 2 and Figure 3 present the results of different algo-
rithms on two robot platforms, Unitree G1 and H1, where
ExBody2 outperforms all other methods in all the tracking
metrics. Our approach maintains consistent lower tracking
error across the entire time frame with minimal fluctuations,
indicating a stable and precise tracking performance. To be
more precise, we evaluate the following metrics:
1. Upper Body Tracking Accuracy: Our algorithm per-
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Metrics

Training Dataset In dist. Evel ↓ Empkpe ↓ Eupper
mpkpe ↓ E lower

mpkpe ↓ Empjpe ↓ Eupper
mpjpe ↓ E lower

mpjpe ↓

(a) Eval. on D50

D50 ✓ 0.1375 0.0627 0.0571 0.0682 0.0753 0.0626 0.0928

D250 ✓ 0.1454 0.0669 0.0600 0.0738 0.0870 0.0689 0.1119

D500 ✓ 0.1593 0.0740 0.0660 0.0820 0.1051 0.0865 0.1307

DCMU ✓ 0.1543 0.0767 0.0649 0.0885 0.1099 0.0854 0.1437

(b) Eval. on DCMU

D50 ✗ 0.2621 0.1076 0.1071 0.1078 0.1343 0.1321 0.1373

D250 ✗ 0.1901 0.1048 0.1009 0.1084 0.1119 0.0998 0.1286

D500 ✗ 0.1966 0.1083 0.1044 0.1124 0.1252 0.1106 0.1452

DCMU ✓ 0.1788 0.1106 0.1047 0.1171 0.1308 0.1130 0.1552

(c) Eval. on DACCAD

D50 ✗ 0.4226 0.1277 0.1210 0.1330 0.1720 0.1618 0.1861

D250 ✗ 0.3533 0.1234 0.1141 0.1315 0.1421 0.1223 0.1692

D500 ✗ 0.3581 0.1280 0.1198 0.1355 0.1586 0.1400 0.1842

DCMU ✗ 0.3452 0.1267 0.1146 0.1381 0.1780 0.1635 0.1979

Table 3. Dataset Ablation Study: Evaluation on D50, DCMU, and DACCAD datasets with models trained on various datasets. Statistically
significant results are highlighted in bold across 5 random seeds.

forms slightly lower than Exbody in upper body track-
ing accuracy. However, Exbody sacrifices lower body
tracking to maintain balance, whereas our algorithm can
perform well with balanced tracking accuracy for both
upper body and lower body.

2. Lower Body Tracking Accuracy: Our algorithm
demonstrates higher accuracy in lower body tracking
compared to other algorithmes for both G1 and H1.

3. Velocity Tracking Accuracy: Our algorithm also ex-
cels in velocity tracking accuracy, outperforming other
methods. This improvement is attributed to the teacher-
student training paradigm, where the distillation from
privileged information to historical observation results
in a student policy with better velocity-tracking.

Overall, our algorithm achieves significant improve-
ments in full-body tracking accuracy for both upper and
lower body, and velocity tracking accuracy compared to
the baseline algorithms, demonstrating stable and effective
tracking performance in dynamic environments.

4.3. Ablation on Datasets
We manually design four datasets of varying sizes, where
the largest being the complete CMU AMASS dataset, con-
taining in total 1,919 motions. The remaining datasets, with
sizes 50, 250, and 500, are subsets of the CMU dataset, each
constructed with different levels of action diversity:

• 50-action dataset (D50): This subset includes only fun-

damental static actions, such as standing and walking.
Both upper and lower limb actions lack diversity, primar-
ily covering basic and easily feasible motions.

• 250-action dataset (D250): In addition to basic actions,
this subset introduces more diverse upper limb actions
and a variety of lower limb actions, such as running and
simple dance movements. These actions are feasible for
robots, albeit moderately challenging.

• 500-action dataset (D500): This subset includes increas-
ingly complex lower limb actions, such as single-leg
jumps and intricate dance moves, rendering the dataset
somewhat noisier with less feasible motions.

• Full CMU dataset (DCMU ): The complete CMU dataset
comprises 1,919 actions, including extreme movements
like push-ups, rolling on the ground, and somersaults.
This dataset is unfiltered and introduces significant noise.

We train ExBody2 on the above four datasets, and conduct
three sets of evaluations on the G1 robot, shown in Table 3:

1. Evaluation on D50: Policies trained on D50 achieve
the highest tracking accuracy for in-distribution actions,
as reflected in metrics across all categories. This sug-
gests that additional data does not necessarily benefit
in-distribution tasks. While the policy trained on D250

performs similarly to D50, policies trained on D500 and
DCMU exhibit substantial drops in tracking accuracy.

2. Evaluation on DCMU : Policies trained on D250 achieve
the best performance on DCMU , surpassing those
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Method Evel ↓ Empkpe ↓ Eupper
mpkpe ↓ E lower

mpkpe ↓ Empjpe ↓ Eupper
mpjpe ↓ E lower

mpjpe ↓

(a) History Length Ablation

Exbody2-History25 (Ours) 0.1891 0.0854 0.0781 0.0928 0.0938 0.0784 0.1149
Exbody2-History0 0.3101 0.0896 0.0812 0.0980 0.0972 0.0805 0.1201
Exbody2-History10 0.1934 0.0860 0.0792 0.0927 0.0935 0.0777 0.1152
Exbody2-History50 0.1944 0.0871 0.0797 0.0945 0.0962 0.0791 0.1198
Exbody2-History100 0.2119 0.0854 0.0778 0.0929 0.0960 0.0787 0.1198

(b) Reset Global Tracking Ablation

Exbody2(Ours) 0.1891 0.0854 0.0781 0.0928 0.0938 0.0784 0.1149
Exbody2-w/o-Reset 0.2545 0.0871 0.0807 0.0935 0.0919 0.0752 0.1149

(c) DAgger Ablation

Exbody2(Ours) 0.1891 0.0854 0.0781 0.0928 0.0938 0.0784 0.1149
Exbody2-w/o-DAgger 0.3115 0.0925 0.0843 0.1006 0.1152 0.0996 0.1366

Table 4. Self Ablation Study: Evaluation of different configurations of our method on dataset D250. The table is divided into three parts:
(a) History Length Ablation, (b) Reset Global Tracking Ablation, and (c) DAgger Ablation. The best results in each column are highlighted.

trained on both D500 and the full DCMU dataset. Due
to the limited diversity of the D50 dataset, especially in
upper limb movements, the D50-trained policy struggles
to maintain high accuracy for out-of-distribution actions.
Unexpectedly, the D250-trained policy generalizes bet-
ter than those trained on D500 and DCMU . This result
underscores that noisy datasets degrade policy perfor-
mance, as the policy may expend unnecessary effort on
tracking infeasible actions, lowering the accuracy of fea-
sible actions.

3. Evaluation on DACCAD: This experiment further em-
phasizes the importance of clean datasets. Here, the AC-
CAD dataset (DACCAD) consists of actions that are en-
tirely not in the training data. Policy trained on D250

outperforms the others, achieving the best tracking ac-
curacy. Additionally, the D250, D500, and DCMU -
trained policies perform relatively well in velocity track-
ing. However, the D50-trained policy suffers from sub-
stantial tracking errors, suggesting the limitations of a
small, simple dataset in handling unseen data.

In conclusion, the D250 dataset yields the best perfor-
mance, providing a balance between diversity and feasibil-
ity. It includes a rich variety of upper limb actions and mod-
erately challenging lower limb actions that remain feasible
for robots. This dataset avoids the drawbacks of overly sim-
plistic datasets with insufficient diversity and noisy datasets
that degrade tracking performance.

4.4. Ablation on Policy Training

Finally, we ablate the design choices in ExBody2, includ-
ing the effectiveness of the teacher-student setup, the opti-
mal history length to train the policy, and the mechanism
of using delayed keypoints reset, as shown in Table 4. The
experiments are conducted on the Unitree G1 robot.

We first examine the impact of teacher-student training.

As shown in Table 4 (c), the tracking accuracy drops signif-
icantly without teacher-student training. This is largely due
to the absence of privileged velocity guidance, making it
difficult for the single-stage RL policy to learn velocity di-
rectly from history. Consequently, it could not keep up with
the desired movements, leading to worse tracking precision.

We then test student policies trained with different his-
tory lengths in Table 4 (a). When no extra history is used,
the policy struggles to learn effectively. Among the non-
zero history lengths, most policies perform similarly while
the history length of 25 yields the best results, which is used
by us in the main experiments. Longer history lengths in-
crease the difficulty of fitting the privileged information, ul-
timately reducing tracking performance.

Lastly, we evaluate the impact of adding small drifting
by using a delayed global keypoint reset strategy in Table
4 (b). We allow the keypoints to move in the global frame
for short periods before resetting to the robot’s local frame.
This effectively serves as a data augmentation strategy, en-
couraging the robot to track keypoints with more signifi-
cant drift. This design notably improves velocity tracking,
enabling the robot to use absolute position adjustments to
compensate for discrepancies when tracking velocities.

5. Conclusion
In this work, we develop ExBody2, a novel algorithm that
achieves stable and expressive whole-body motion for hu-
manoid robots by utilizing a curated dataset and a decou-
pled whole-body tracking framework. Our approach sepa-
rates key body tracking from velocity control, enabling pre-
cise and stable motion replication. While we have identi-
fied the characteristics of datasets best suited for humanoid
robot training, an automated method to select high-quality
datasets remains an open challenge. Addressing this limita-
tion will be a focus of our future work.
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A. Environments

A.1. Real-world Deployment

Our real robot employs a Unitree G1 platform, with an
onboard Jetson Orin NX acting as the primary computing
and communication device. The control policy receives
motion-tracking target information as input, computes the
desired joint positions for each motor, and sends commands
to the robot’s low-level interface. The policy’s inference
frequency is set at 50 Hz. The commands are sent with a de-
lay kept between 18 and 30 milliseconds. The low-level in-
terface operates at a frequency of 500 Hz, ensuring smooth
real-time control. The communication between the control
policy and the low-level interface is realized through LCM
(Lightweight Communications and Marshalling)[27].

A.2. Simulation Tasks

In this section, we provide detailed state space information
for the policy training.

Robot Proprioceptive States The robot proprioceptive
states for the teacher and the student policy can be found in
Table 6. Note that the student policy is trained on longer
history length compared to the teacher, as it cannot observe
privileged information but have to learn from a longer se-
quence of past observations.
Privileged Information The teacher policy leverages priv-
ileged information to obtain accurate motion-tracking per-
formance. The complete information about the privileged
states is listed in Table 7.
Tracking Target Information Both the teacher policy and
student policy also take the motion tracking goal as part of
their observations, which consists of the keypoint positions,
DoF (joint) positions, as well as root movement informa-
tion. The detailed components of the motion tracking target
can be found in Table 8.
Reward Design In the main paper, we partially introduced
our tracking-based reward design. Additionally, our reward
also contains other penalties and regularization terms. The
regularization reward components and their weights to com-
pute the final rewards are introduced in Table 5. The final
reward combines both the regularization with the tracking-
based reward to train a robust RL policy.
Action Space The action is the target position of joint pro-
portional derivative (PD) controllers, which is 23 dimen-
sions for Unitree G1 and 21 dimensions for Unitree H1.
Note that we are using an upgraded version of the Unitree
H1. The older H1 has 19 DOF, while the new H1 has 21
DOF.

B. Model and Training Details

B.1. Baseline Implementation

Exbody[9]: The implementation of Exbody on the Unitree
H1 robot is fully consistent with the original Exbody de-
sign, tracking only the upper-body keypoints and joint po-
sitions. For the Unitree G1 robot, we extended Exbody
to tracking the all three dofs of the waist, while keeping
other aspects identical. The key differences between Ex-
body and our method are as follows: Exbody focuses solely
on upper-body motion tracking, does not utilize a teacher-
student structure, uses a history length of only 5, and per-
forms tracking entirely with local keypoints.
Exbody†: Exbody† is the full-body version of Exbody. It
maintains most aspects of the original Exbody design but
tracks the entire body’s keypoints and joint positions instead
of just the upper body.
OmniH2O∗[23]: The main difference between OmniH2O*

and our method lies in the training phase. Specifically,
OmniH2O* does not use the robot’s velocity as privileged
information and relies solely on global tracking during
training. For fairness, while OmniH2O* retains its original
training method, we adapted it during testing to use local
keypoints for evaluating tracking accuracy. Apart from this,
we ensured that the observation space and reward design
were consistent with the original OmniH2O implementa-
tion.

B.2. CVAE Architecture

Our CVAE model contains a transformer-based encoder and
decoder. The encoder leverages bidirectional attention to
extract the latent posterior variable z based on past M−step
motions mt−M :t and future H-step motions mt+1:t+H+1,
and the decoder uses causal attention to predict future H-
step motions mt+1:t+H+1 based on z and mt−M :t. Here
mt includes the current keypoint positions, root velocity,
root angular velocity, position, and rotation.

During training, the transformer encoder fenc takes
mt−M :t+H+1 and a classification token [CLS] and gets
the output sequence. We adopt the corresponding output
from the [CLS] token to obtain a posterior Gaussian dis-
tribution. A latent variable z is sampled and fed into the
decoder alongside mt−M :t+H+1 to generate mt+1:t+H+1.
During inference, z is set to the mean of the prior (i.e. zero).
The CVAE is trained on the AMASS CMU motion capture
dataset, conditioned on the past 50 frames of motions to pre-
dict the future 15 motions. We leverage a similar architec-
ture and temporal ensembling strategy as proposed in [79]
to obtain the predicted future motion. We provide the train-
ing and architecture hyper-parameters of CVAE in Table 9.
During deployment, the humanoid robot takes the predicted
motion from the CVAE and tracks it seamlessly in the real
world.
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Term Expression Weight

DoF position limits 1(dt /∈ [qmin, qmax]) −10

DoF acceleration ∥d̈t∥22 −3e−7

DoF error ∥dt − d0∥22 −0.5

Energy ∥τtḋt∥22 -0.001
Linear velocity (z) ∥vlin-z

t ∥22 -1
Angular velocity (xy) ∥vang-xy

t ∥22 -0.4
Action rate ∥at − at−1∥22 −0.1
Feet air time Tair − 0.5 10
Feet velocity ∥vfeet∥1 −0.1
Feet contact force ∥Ffeet∥22 −0.003
Stumble 1(F x

feet > 5× F z
feet) −2

Hip pos error ∥phip
t − phip

0 ∥22 −0.2
Waist roll pitch error ∥pwrp

t − pwrp
0 ∥22 −1

Ankle Action ∥aankle
t ∥22 −0.1

Table 5. Regularization rewards for preventing undesired behaviors for sim-to-real transfer and refined motion.

a) Clasping fists b) Clapping Twist c) Greeting Gesture

d) Punching e) Crouching f) Defensive Pose

Figure 4. Sim-to-real experiment results showcasing diverse motions across SMPL, simulation, and real-world environments. Examples
include: (a) Clasping Fists, (b) Clapping Twist, (c) Greeting Gesture, (d) Punching, (e) Crouching, and (f) Defensive Pose.

B.3. Policy Training Hyper-parameters

ExBody2 adopts a teacher-student training framework. The
teacher policy is trained with standard PPO [60] algorithm
on privileged information, tracking target and propriocep-
tive states. The student policy is trained with Dagger [59]
without privileged information, but using longer history.
For both teacher and student policies, we concatenate the
corresponding inputs and feed them into MLP layers for
policy learning. We provide the detailed training hyper-
parameters for our teacher and student policy in Table 10.

C. More results of ExBody2
Figure 4 and Figure 5 provide illustrative examples of Ex-
Body2’s motion tracking quality. Figure 4 highlights rep-
resentative correspondences during specific motion track-
ing processes, showcasing the alignment between the origi-
nal human SMPL model, simulation results, and real-world
tracking outputs, which demonstrate high consistency. Ad-
ditionally, Figure 5 presents a complete motion sequence,
illustrating the correspondences as the motion progresses
over time.
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Figure 5. Sim-to-real experiment results showcasing striding walk motions across SMPL, simulation, and real-world environments.

State Dimensions

DoF position (G1) 23
DoF position (H1) 21
DoF velocity (G1) 23
DoF velocity (H1) 21
Last Action (G1) 23
Last Action (H1) 21
Root Angular Velocity 3
Roll 1
Pitch 1
Yaw 1

Total Dim (G1) 75*25
Total Dim (H1) 69*25

Table 6. Proprioceptive states used in ExBody2. The rotation
information is from IMU. 25 is the length of the history proprio-
ception

State Dimensions

DoF Difference (G1) 23
DoF Difference (H1) 21
Keybody Difference 36
Root velocity 3
Root angular velocity 3

Total dim (G1) 65
Total dim (H1) 63

Table 7. Privileged information used in ExBody2.

State Dimensions

DoF position (G1) 23
DoF position (H1) 21
Keypoint position 36
Root Velocity 3
Root Angular Velocity 3
Roll 1
Pitch 1
Yaw 1
Height 1

Total dim (G1) 69
Total dim (H1) 67

Table 8. Reference information used in ExBody2.
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Hyperparameter Value

KL Loss Weight α 0.5
Smoothness Loss Weight β 0.5
Encoder Attention Layers 4
Decoder Attention Layers 4
Attention Heads 8
Transformer Dimension 512
Latent z Dimension 128
Context Length 50
Motion Prediction Horizon 15
Optimizer AdamW
β1, β2 0.9, 0.999
Learning Rate 3e-4
Warmup Steps 2000
Weight Decay 0.01
Learning Rate Scheduler cosine
Batch Size 512
Total Gradient Steps 60000

Table 9. Hyperparameters related to CVAE’s architecture and
training.

Hyperparameter Value

Optimizer Adam
β1, β2 0.9, 0.999

Learning Rate 1e−4

Batch Size 4096

Teacher Policy
Discount factor (γ) 0.99

Clip Param 0.2
Entropy Coef 0.005

Max Gradient Norm 1
Learning Epoches 5

Mini Batches 4
Value Loss Coef 1

Entropy Coef 0.005
Value MLP Size [512, 256, 128]
Actor MLP Size [512, 256, 128]

Student Policy
Student Policy MLP Size [1024, 1024, 512]

Table 10. Hyperparameters related to the teacher and student pol-
icy’s training.

15


	Introduction
	Related Work
	ExBodynhred2: Learning Expressive Humanoid Whole-Body Control
	Motion Dataset Curation
	Policy Learning
	Teacher Policy Training
	Student Policy Training
	Decomposed Tracking Strategy

	Continual Motion Synthesis

	Experiments
	Experimental Setup
	Main Results
	Ablation on Datasets
	Ablation on Policy Training

	Conclusion
	Environments
	Real-world Deployment
	Simulation Tasks

	Model and Training Details
	Baseline Implementation
	CVAE Architecture
	Policy Training Hyper-parameters

	More results of ExBodynhred2

